Stat 217, Spring 2023 Jiaze Qiu (jiazeqiu@g.harvard.edu)
Section 8: Universality and Lindeberg’s approach
e Sections: Wed, 7:30-8:30pm (SC 705); OHs: Wed 8:30-9:30pm (SC 316.07).

o All the section materials (handouts & solutions) can be found either on Canvas or here.

%This handout is partially based on |3].

Theorem 1. For h : R™ — R which is thrice differentiable in each coordinate, and 1 < r < 3, assume

Ar(h) == sup |0} f(x)| < L, < o0

X,1
where 07 denotes r-fold differentiation with respect to the i'" coordinate. Let a = (ay,as,...,a,) and b =
(b1,ba,...,b,) be two independent families of random variables. Let

Ug = |Eai — Ebz| s
v; == |Ea; — Eb7|.

In addition, suppose

max E [[a;> +|b;]*] <M < 0.
1<i<n

Then
LQ TLL3
IEh(a) — EA(b)| < Ly § it > i+ M

)

1. Prove the classical CLT using the theorem above.

2. Prove the above theorem.


https://www.jiazeqiu.com/stat-217--spring-2023.html

3. The Sherrington-Kirkpatrick (S-K) model, can be briefly described as follows: For each N > 1 let
{Jg, 1<4i,j <N} be a collection of i.i.d. N(0,1/N) random variables. The S-K model assigns a
random probability distribution (the Gibbs measure) on Jy as follows: For any configuration o € X =
{—1,1}®" the probability of the system being in the state ¢ = (01,...,0x) is given by

pn.a(0) = Zy! exp (—BHN (7)),
where Hy 4(0) = *ﬁ D Jf;famj —h3i<n0i, B and h are fixed parameters. It has been shown by

[6] that the limit
1
lim N]E (log ZN7J)

N—o0

exists for all 8 and h. Then [9] proves (in particular) that
1 P
N (IOgZNJ —EIOgZN“]) =0

for any S and h. Both the above facts were proved under the condition that Jg are i.i.d. NM(0,1/N).
In fact, the rigorous proofs involve the use of intricate properties of Gaussian random variables.

Now, please try to use the Lindeberg’s approach, i.e. Theorem 1, to derive a sufficient condition for
invariance of the limiting free energy, with respect to the distributions of entries of J.
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